Quantifying the impacts of pre-occurred ENSO signals on wheat yield variation using machine learning in Australia
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ABSTRACT

Australia is one of the top wheat exporting countries in the world and the reliable prediction of wheat production plays a key role in ensuring regional and global food security. However, wheat yield in Australia is highly exposed to the impacts of climate variability, especially seasonal rainfall, as wheat is mostly grown in the drylands. Previous studies showed that El Niño Southern Oscillation (ENSO) has a strong influence on Australia's climate and found the ENSO-related phenomena have prognostic features for future climatic conditions. Therefore, we examined the predictability of state-scale variation in Australian wheat yields based on ENSO-related large-scale climate precursors using machine learning techniques. Here, we firstly established a set of random forest (RF, a machine learning method) models based on pre-occurred climate indices to forecast spring rainfall for the four major wheat producing states of Australia, the forecasted rainfall was then combined with selected precedent climate drivers to predict yield variations using another set of RF models for each state. We explored the most influential variables in determining spring rainfall and yield variation. We found that the first set of RF models accounted for 43-59% of the change in spring rainfall across the four states. By incorporating forecasted spring rainfall with selected ENSO climate indices, the RF model accounted for 33-66% of the variation in yield which was greater than the 22-50% of yield variations explained by ENSO-related indices alone. The results suggest that wheat yield variation at a state level could be reliably forecasted at lead-times of three months prior to the commencement of harvest. We also found that forecasted spring rainfall and precedent Southern Oscillation Index (SOI) in July were the most important factors in estimation of crop yield in the winter dominant rainfall states. ENSO climate indices are easy to obtain and can be rapidly used to drive the forecasting model. Therefore, we believe the proposed models for predicting wheat yield variations at three-month lead time would be helpful for state governments and policy makers to develop effective planning to reduce monetary loss and ensure food security.

1. Introduction

The El Niño-Southern Oscillation (ENSO) is a quasi-periodic inter-annual variation in atmospheric and oceanic circulation patterns occurring across the equatorial Pacific Ocean. In general, ENSO phenomena can be categorized into three phases, El Niño (the warm phase), La Niña (the cool phase), and Neutral. El Niño and La Niña are opposite phases that swing back and forth every 3-7 years on average (https://www.climate.gov/enso), leading to substantially different climate conditions in affected zones. Rain-fed crop production in affected zones is vulnerable to the change in ENSO phases as this alters the magnitude of rainfall. Teleconnections between ENSO states and crop production have been reported worldwide in the late 1980s and 1990s, e.g., Argentina (Podestá et al., 1999), Australia (Nicholls, 1986), Mexico (Adams et al., 2003), North America (Phillips et al., 1999) and Zimbabwe (Cane et al., 1994; Phillips et al., 1998). There have been...
significant progress towards a more robust understanding of the predictive ability of ENSO teleconnections, and the effects of ENSO-induced climate variability on crop yield have been further examined more recently in America (Anderson et al., 2017; Yu et al., 2018), Australia (Nguyen-Huy et al., 2018; Yuan and Yamagata, 2015) and China (Liu et al., 2014; Shuai et al., 2016).

30-50% of wheat yield variation in Australia can be attributed to climate variability (Wang et al., 2015) and yield is particularly susceptible to adverse climate conditions. Seasonal rainfall variation and water shortage, in particular during spring are the major causes of the variation in Australian wheat yield (Anwar et al., 2008; Yu et al., 2014).

Therefore, early detection of spring rainfall variation can assist in improving yield by targeted management to minimize the potential losses due to unfavourable seasonal conditions. There are currently two government-based seasonal rainfall forecasting programs widely used in Australia (Abbot and Marohasy, 2014). The first one is based on the strong relationship between ENSO phenomena and seasonal rainfall variability. Here, the ENSO cycle is divided into 5 phases (rapid rising, rapid falling, consistently negative, consistently positive and near zero) according to the change of Southern Oscillation Index (SOI) over two consecutive months (Stone et al., 1996). The possibility of exceeding the median (50th percentile) of rainfall distribution for next three months during a certain phase can be calculated based on historical observations of the same phase (Long Paddock, 2019). This SOI phase forecasting program has already been used widely by the Queensland State government to assist in making better tactical management decisions, resulting in some economic benefits to Queensland farmers (Hammer et al., 1996). A second seasonal forecasting approach has been developed by the Australian Bureau of Meteorology (BOM) using various rainfall predicting systems, e.g. the Predictive Ocean Atmosphere Sphere Model for Australia (POAMA) in 2013 and the Australian Community Climate Earth-System Simulator-Seasonal (ACCESS-S) in 2018, which both provide the probability of above median rainfall for future months (Hudson et al., 2017). However, both models are physics-based and require a large amount of climatic and geographical input information to develop rainfall outlooks.

Large-scale climatic phenomena will influence future monthly rainfall as it has been demonstrated by numerous researchers (Ashok et al., 2003; Cai et al., 2011; Kirono et al., 2010; Risbey et al., 2009). Recently, machine learning techniques have proven to be powerful tools for forecasting seasonal rainfall using large-scale climate precursors, e.g. SOI, Multivariate ENSO Index (MEI), sea surface temperature based index of ENSO (NINO3.4) and Indian Ocean Dipole (IOD) (Abbot and Marohasy, 2014; Hossain et al., 2019; Mekanik et al., 2016). For example, Abbot and Marohasy (2014) used Artificial Neural Networks (ANNs) with different climate indices to forecast monthly rainfall in three geographically distinct regions in Queensland and found ANN produced more practical and reliable rainfall forecasts than the POAMA model used by BOM. Mekanik et al. (2016) developed adaptive network-based fuzzy inference systems (ANFIS) models in south-east Australia to forecast spring rainfall with different climate signals and found that ANFIS performed better compared to conventional ANN. Therefore, machine learning-based seasonal rainfall forecasting system is a promising tool as this approach is able to achieve high accuracy using minimal input variables with less developing time (Mekanik et al., 2016).

The El Niño state corresponds to weaker trade winds and low rainfall in Australia. A seesaw shift in rainfall may be found in the west Pacific. Therefore, spatial variation of ENSO signals plays an important role in determining agricultural production patterns in Australia. Knowledge of the relationship between large-scale climate signals and crop yields is essential to provide useful information to the agriculture sector as this will allow growers to cope with potential negative impacts of climate variability earlier (Nguyen-Huy et al., 2018; Podestà et al., 2002; Zhang et al., 2008).

Numerous methods including simulation modelling analysis, linear regression analysis or probability/cluster analysis have been applied to investigate the impacts of ENSO events (Meinke et al., 1996; Nguyen-Huy et al., 2018; Potgieter et al., 2002; Potgieter et al., 2005; Zhang et al., 2008). For example, using agroclimatic model simulated wheat yield, Potgieter et al. (2002, 2005) proposed that the strength of El Niño years could be categorized into three patterns in the Australian wheat belt. The relationship between long-term detrended yield and SOI may provide direct clues of ENSO impacts. Recently, Nguyen-Huy et al. (2018) developed a statistical regression model to assess the effects of multiple large-scale climate indices on variation in Australian wheat yields between 1983-2013. They found fluctuations in the Indian Ocean had major effects on wheat yield in all states except Western Australia, and the impacts from oceanic conditions in the Pacific were much stronger in Queensland. A similar conclusion was supported by Yuan and Yamagata (2015). This is because ENSO effects in Australia are due to direct baroclinic effects in Queensland, but indirectly influence the moisture through Rossby wave trains elsewhere (Cleverly et al., 2016). These studies provided the basis for quantifying the impacts of different large-scale climate indices on variation in Australian wheat yields. However, unlike ENSO-related seasonal rainfall forecasts, wheat yield forecasts at a long lead time (3 months) relying on advanced machine-learning techniques and multiple ENSO climate indices, like NINO3.4, MEI, SOI and SOI phase, have not been fully investigated.

The main objectives of our study were to (1) characterize the relationship between ENSO-related large scale climate precursors and spring rainfall as well as wheat yield variation at a state level (2) identify the relative contribution of antecedent ENSO-related climate signals on spring rainfall and yield variability and (3) quantify the dependence of the most influential variables in determining rainfall and yield variability. The major contribution of this research was to establish and validate the suitability of a machine learning approach for the forecasting of wheat yield based on large-scale ENSO climate signals. We expect improving understanding in the relationship of yield and climate drives to be able to assist state government and policymakers in making decisions. This paper is organized in five sections. The introduction is followed by methodology in section 2, which describes the data, study area and includes a brief introduction of the random forest model as well as the forecast verification metrics that are employed to evaluate the generated predictions. Results and discussion are shown in section 3 and 4 to present our model performance and make comparisons with previous studies. Finally, the major conclusions are provided in section 5.

2. Materials and methods

2.1. Historical state yield and rainfall data

Our study was conducted across four main wheat production states, Queensland (QLD), New South Wales (NSW), Victoria (VIC) and South Australia (SA), in south and east Australia (Fig. 1). We did not include Western Australia because previous study has shown that the impacts of ENSO are weak (Rimington and Nicholls, 1993) with ENSO having only a direct effect on Australian rainfall within 25 degrees of the equator. This means ENSO's baroclinic (direct) effects are confined to near-tropical eastern Australia (Cai et al., 2011). Nationally, the Australian cropping areas or croplands within the four states are confined to a relatively narrow band along the south and east coast (129.0°-152.5°E and 21.0°-38.5°S) with a Mediterranean or temperate climate. Annual wheat production across the four states contributes more than 50% of Australia's total wheat production (ABS, 2019). Wheat production occurs under rain-fed conditions with sowing in April to June and harvesting from November to December. Historical long-term annual wheat yields from 1891 to 2016 across the four states were derived from Australia Bureau of Statistics (ABS, 2019). State wheat yield has significantly increased with time (Fig. 1) due to technological innovation in cultivar improvement, fallowing, rotation with lucerne, and
fertiliser application, as well as use of machinery and technology advances over the past hundred years. Generally, across Australia there has been a great increasing trend in wheat yields in all states except Queensland (Fig. 1).

To separately characterize the relationship between climatic factors and wheat yield, yield trend caused by factors other than climate need to be excluded. Numerous methods have been widely used to remove yield trend caused by non-climatic factors (Lu et al., 2017; Wang et al., 2015; Yu et al., 2001). In our study, wheat yields were detrended by the moving average method (Reilly et al., 2003). This method is data self-adaptive and can identify the overall trend and pattern in a time series by smoothing high-frequency variation and irregular roughness. We adopted this method by calculating the residual yields from observations and a nine-year backward moving average, which meant all values from the previous nine years were averaged. The largest variation of detrended yield deviations was found in NSW and VIC, following by QLD and SA (Fig. A1b). Detrended yields were highly correlated with state pairs except VIC/SA versus QLD (Fig. A2). It was worth mentioning that yield anomalies were largely caused by drought events influenced by strong El Niño events. The years with yield reduction matched well with drought occurrence (e.g. the years of 1915, 1945, 1968, 2003, 2007 and 2008). In addition, La Niña years with severe storm and flood events have adverse influence on yield as well.

Monthly rainfall anomaly data during the 1900-2018 in four states were obtained from Australian Bureau of Meteorology (BOM, 2019). ENSO variability affects crop production mainly through its impacts on climatic variability (Lee et al., 2018). In the Australian wheat belt, austral spring (September to November) rainfall variation has been shown to be one of the most important variables in determining yield, especially in winter dominant rainfall regions, e.g. NSW, VIC and SA (Feng et al., 2018; Wang et al., 2015; Yu et al., 2014). Thus, we adopted austral spring rainfall anomalies (1900-2018) for the four states (Fig. A1) and used them in subsequent analysis. Rainfall anomalies were calculated based on a 30-year average climatology (1961-1990) (http://www.bom.gov.au/climate/change/index.shtml#tabs=Tracker). Long-term spring rainfall anomalies were highly correlated between each two states with SA having the lowest deviation of rainfall departure (Figs. A1a and A2).

2.2. Historical large-scale climate signals

Previous studies have found ENSO-related large-scale climate indices in Pacific regions had strong effects on seasonal rainfall and yield variability in south and east Australia (Anwar et al., 2008; Chiew et al., 1998; Kirono et al., 2010). Thus, three different types of indicators (SOI, NINO3.4 and MEI) representing the ENSO phenomena, were selected to investigate their effects in this study. ENSO’s features are usually indicated by two kinds of fluctuations originating from the Pacific, i.e. sea level pressure fluctuations and sea surface temperature fluctuations. SOI is a measurement of the anomalies of sea level pressure from Darwin and Tahiti, whereas NINO3.4 indicates sea surface temperature anomalies measured from the equatorial Pacific Ocean (5°N-5°S, 170°W-120°W). MEI is a multivariate index that combines both sea level pressure and sea surface temperature anomalies as well as atmospheric anomalies to capture a more holistic representation of ENSO events (Wolter and Timlin, 1998). Additionally, we also used SOI phase (Stone et al., 1996), a derivative of the SOI index, which was derived from the values of SOI during two consecutive months. Table 1 shows the detailed description on the selected indices.

Monthly SOI data sources included the values and phases of SOI from 1900 to 2018. They were downloaded from the Queensland government Long Paddock website (Long Paddock, 2019). Monthly NINO3.4 and MEI were extracted from the Climate Data Guide (CDS, 2019).
Table 1

<table>
<thead>
<tr>
<th>Indices</th>
<th>Definition</th>
<th>Data source</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOI</td>
<td>Anomalies of the sea level pressures from Darwin to Tahiti</td>
<td><a href="https://climatedataguide.ucar.edu/climate-data/">https://climatedataguide.ucar.edu/climate-data/</a></td>
</tr>
<tr>
<td>SOI phase</td>
<td>The phases of the SOI were defined by Dr Roger Stone, who used cluster analysis to group all sequential two-month pairs of the SOI into five clusters (consistently negative, consistently positive, falling, rising, consistently near zero) (<a href="https://climatedataguide.ucar.edu/climate-data/">Stone et al., 1996</a>)</td>
<td></td>
</tr>
<tr>
<td>NINO3.4</td>
<td>Sea surface temperature anomalies over 5°S-5°N and 170°W-120°W</td>
<td><a href="https://climatedataguide.ucar.edu/climate-data/nino-sst-indices-nino-12-3-3-4-oni-and-tni">https://climatedataguide.ucar.edu/climate-data/nino-sst-indices-nino-12-3-3-4-oni-and-tni</a></td>
</tr>
<tr>
<td>MEI</td>
<td>Using 6 variables as proxies for ENSO relevant atmosphere and ocean conditions (<a href="https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index">Wolter and Timlin, 1998</a>)</td>
<td></td>
</tr>
</tbody>
</table>

2.3. Random forest model

Random forest (RF) was used as the regression method to quantify the relationship between ENSO-related large-scale climate indices and austral spring rainfall anomaly as well as wheat yield for each of the four states in south and east Australia. RF is a tree-based ensemble machine learning approach which can be used to build predictive models for both classification and regression purposes ([Breiman, 2001](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index)). An ensemble approach is an algorithm that obtains averaged results from multiple learning models. RF first builds a forest of decision trees within the training procedure. Each tree is independently created based on randomized subsets of the predictors generated from a bootstrap aggregating method ([Heung et al., 2014](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index)). This method enables the RF to avoid overfitting in comparison with decision trees. All trees in the forest grow to maximum size without pruning and the average of the outputs from all trees is regarded as the final outcome ([Cutler et al., 2007](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index)). Thus, the RF is capable of effectively reducing the variance as it is a majority-votes model. RF has been used in various agrometeorological studies and shown better performance in disentangling the complex relationships between crop yield and climate factors in comparison to conventional linear models ([Feng et al., 2018](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index); [Feng et al., 2019a](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index)). Additionally, RF has only two parameters, (1) \( m_{try} \) (the number of randomly selected predictor variables at each node) and (2) \( n_{tree} \) (the number of trees to grow in the forest). To fit a RF regression model, default values of \( m_{try} \) (one third of the total number of the predictor variables) was commonly used ([Ließ et al., 2016](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index); [Were et al., 2015](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index); [Yang et al., 2016](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index)). The default of \( n_{tree} \) was 500, which has been proven to be insufficient to yield stable results for estimating variable importance ([Grimm et al., 2008](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index)). Here we used \( n_{tree} \) with 1000 ([Guo et al., 2015](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index); [Ließ et al., 2016](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index)). There were two reasons that we did not tune the parameters of \( m_{try} \) and \( n_{tree} \). Firstly, we have conducted preliminary analyses by adopting a trial and error method to determine the value of \( m_{try} \) as our dataset were not large. We found that the model performance did not increase very much compared to that with default \( m_{try} \). This was consistent with previous studies showing the parameters of RF are not overly sensitive to the particular values they take ([Ahmad et al., 2018](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index); [Immitzer et al., 2012](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index)). Secondly, we developed two kinds of RF models for yield prediction at each state, i.e. with and without forecasted spring rainfall anomaly. To make the models comparable, we used same values of \( m_{try} \) and \( n_{tree} \) for each model to avoid the difference of model performance caused by RF parameters.

A useful characteristic of the RF is the ability to evaluate the relative importance of each predictor variable in the model. We adopted the accuracy-based importance metric in the RF model. During model construction, each tree had its own out-of-bag sample of data, which was left out of the bootstrap samples (around 33% of the total training data) ([Wang et al., 2018a](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index)). The mean decrease in prediction accuracy when the values of a variable in the OOB sample were randomly falling, rising, consistently near zero) ([Stone et al., 1996](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index)). It was expressed as the mean square error (MSE$_{OOB}$) as follows

$$\text{MSE}_{OOB} = \frac{1}{n} \sum_{k=1}^{n} (O_k - \hat{P}_{OOB})^2$$

where \( n \) denotes the number of observations, \( O_k \) indicates observed value, and \( \hat{P}_{OOB} \) represents the average of all OOB predictions across all trees.

2.4. Model performance evaluation

The detailed forecasting scheme is shown in the workflow chart (Fig. 2). Given yield is sensitive to spring rainfall, we firstly used the RF to build spring rainfall forecast model with different pre-occurred climate indicators (SOI, SOI phase, NINO3.4 and MEI) that measured ENSO phenomena. Then we used forecasted spring rainfall (FSR) as an additional predictor to integrate with significantly yield-correlated ENSO indicators to drive RF to forecast yield. For model calibration and validation, 80% of each dataset was randomly selected for model training and the rest (20%) of the dataset was used for model performance evaluation. This procedure was implemented for 100 times to evaluate the stability of each model. We used two performance measurements, coefficients of determination ($R^2$) and root mean squared error (RMSE), which are defined as follows:

$$R^2 = \frac{\sum_{i=1}^{n} (O_i - \hat{O})(P_i - \hat{P})}{\sqrt{\sum_{i=1}^{n} (O_i - \hat{O})^2 \sum_{i=1}^{n} (P_i - \hat{P})^2}}$$

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_i - O_i)^2}$$

where \( P_i \) and \( O_i \) denote the predicted and observed spring rainfall or detrended yield; \( \hat{P} \) and \( \hat{O} \) represent the means for the predicted and observed spring rainfall or detrended yield; \( n \) is the number of samples. In general, the model with higher $R^2$ and lower RMSE is identified to be the more accurate model.

3. Results

3.1. Correlation of precedent ENSO climate indices with spring rainfall and wheat yield variation

Linear correlations between austral spring rainfall anomaly and quantitative climatic predictors were derived and are shown in Table 2. All three precedent ENSO indices in June, July and August were highly (p < 0.01) correlated with rainfall anomaly across each of the four states except SOI of June in SA. Overall, spring rainfall was positively correlated with June, July and August SOI, but negatively correlated with NINO3.4 and MEI in June-August. Previous studies identified that spring rainfall had significant correlations with pre-occurred ENSO climate signals at a regional and site level ([Hossain et al., 2018](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index); [Mekanik et al., 2016](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index); [Nguyen-Huy et al., 2017](https://climatedataguide.ucar.edu/climate-data/multivariate-enso-index)). This was further explored in our correlation analysis at a state level.

We also investigated the relationship between yield variation and precedent SOI, MEI and NINO3.4 at each state (Table 3). A Pearson
correlation analysis was conducted between yield variation and monthly values of these climate signals from January to August (prior to grain forming stage). Yield variation had significantly (p<0.05) positive relationships with SOI in the period from May to August across four states. We found significantly (p<0.05) negative correlations between yield and MEI and NINO3.4 of July and August in QLD, NSW and VIC. In contrast, only August MEI and NINO3.4 were significantly correlated with yield variation in SA. We also found the weakest correlation was around March and April in all cases. The ENSO climate indices that had statistically significant correlations with yield were further used as input variables in the subsequent random forest yield forecasting models. We also included monthly SOI phases corresponding with SOI in the same month. The dimension and predictors used in model construction varied over states.

3.2. Spring rainfall anomaly and detrended yield forecasting

To assess the uncertainty of RF model based on different training data, boxplots were employed to visualise the distribution of $R^2$ and RMSE based on the 100 runs for spring rainfall anomaly and detrended yield over four states, respectively. The model uncertainty could be due to the variation in observed values for target variables (Wang et al., 2018b). The performance of RF for forecasting spring rainfall is shown in Fig. 3. The austral winter (Jun-Aug) ENSO indices had acceptable forecasting capability of spring rainfall with mean $R^2$ values of 0.59, 0.46, 0.44 and 0.43 for QLD, NSW, VIC and SA, respectively (Fig. 3a). The $R^2$ was highest in QLD and lowest in SA, which suggests the greatest impact of Pacific Ocean conditions in QLD and weakest influence in SA. The values of RMSE were also calculated for each state for further assessment of model accuracy. The models with higher $R^2$ normally had the lower RMSE. This was the case in QLD, NSW and VIC. For example, the mean values of RMSE from the 100 runs in QLD was 37 mm, followed by 40 mm and 44 mm in NSW and VIC respectively (Fig. 3b). By contrast, SA had the lowest RMSE of 22 mm mainly due to its smaller rainfall variation in spring (Fig. A1a).

The performance of RF model for yield prediction varied over states.
(Fig. 4), which may be attributed to heterogeneous contribution from ENSO climate drivers in determining yield. Our results showed that the RF model in predicting yield variations with pre-occurred climate drivers captured 22-50% of the variation in yield and resulted in a RMSE of 347-435 kg ha$^{-1}$ across the four states. The largest $R^2$ was found in NSW, followed by QLD, VIC and SA. Integrating FSR and ENSO climate indices showed a great potential to improve the RF model performance. The results showed that the model achieved the highest estimation...
accuracy ($R^2 = 0.66$ and RMSE $= 349$ kg ha$^{-1}$) in VIC (Fig. 4). The value of $R^2$ increased by 34% and RMSE reduced by 86 kg ha$^{-1}$ compared to using climate indices alone. By contrast, the RF model with FSR input accounted for 59% of the variation in yield with $R^2$ increasing by 9% and RMSE reducing by 24 kg ha$^{-1}$ in NSW. The $R^2$ increased to 33% when the FSR was incorporated in SA, though the impacts of ENSO phenomena on yield anomalies in SA were weak. Incorporation of FSR into the RF model moderately improved $R^2$ in QLD, which indicated austral spring rainfall was not important in determining yield in northeast Australia. This was not surprising because QLD has a summer dominant rainfall pattern which contrasts to other states with a winter dominant rainfall.

3.3. Variable importance in forecasting spring rainfall and yield variation

We explored the relative importance of each predictor variable in determining austral spring rainfall (Fig. 5) and yield (Fig. 6) from the RF model. The most important variables influencing spring rainfall were August MEI and July NINO3.4 in QLD and NSW (Figs. 5a and b), August NINO3.4 and August MEI in VIC and SA (Figs. 5c and d). SOI phase had marginal effects on rainfall anomaly, which were not included in the Figure 5. We also examined the partial dependence plots (Fig. 7) to understand the response of rainfall anomaly to the two dominant climate variables at four states. These figures help to explain how important variables interactively affect the target variable. RF model produced similar patterns of predictor interaction on austral spring rainfall. For example, spring rainfall in QLD (Fig. 7a) tended to increase by more than 20 mm as the value of August MEI approached zero and decreased more, and July NINO3.4 declined around 26.8°C. Similar patterns could be found in NSW, VIC and SA, though the range of rainfall anomaly varied over states. The values of MEI to the right of zero, and values of NINO3.4 in July/August above around 27.5°C clearly corresponded to dry conditions due to warm events.

Figure 6 shows the eight most important variables from our RF yield forecasting model with FSR integrated. The relative importance of the variables differed between states, though FSR had the highest relative importance in regions extending from southeast (NSW and VIC) to South Australia (SA). By contrast, ENSO had stronger impacts in QLD. We could also see that many of the most important variables were relevant to SOI in SA, despite this not being the case in the other three
Comparing Figure 6a and 6b, July SOI and SOI phase, FSR and NINO3.4 in August were the four most important variables within the top five important predictors in QLD and NSW.

We then used the two dominant variables to explore their interactive effects on detrended yield (Fig. 8). MEI in August and SOI in July for QLD, and FSR and July SOI for NSW and SA were used to show the partial dependence plots. July MEI (Fig. 6c) was selected as it has comparable importance with SOI phase in July for VIC to make consistent heatmaps. In QLD, yield would increase most when August MEI approached zero and July SOI was positive (Fig. 8a). The values of yield increase became larger as FSR values approached the maximum and SOI in July was above 5 in NSW and SA (Fig. 8b and d). In VIC, it was apparent that yield variation was sensitive to FSR and irrelevant to the distribution of July MEI (Fig. 8c).

4. Discussion

Agricultural industry in south-eastern and southern Australia relies on austral spring rainfall. Our spring rainfall forecast based on a random forest model with three types of large-scale ENSO climate precursors accounted for 43-59% of spring rainfall variation. This is a comparable performance to those studies using similar climate indices. For example, Mekanik et al. (2016) developed ANFIS model with different inputs of climate signals to forecast spring rainfall at nine sites in VIC and their best model yielded $R^2$ values of 8-44%. These authors also found that machine learning based rainfall forecasting model was more promising as the approach could produce comparable accuracy using fewer input variables and less computation time than dynamic climatology forecasts (Abbott and Marohasy, 2014).

The RF model accounted for 33-66% of the variation in yield for testing data across four states by integrating forecasted spring rainfall and ENSO climate indices early at the growing stage. This was an

Fig. 7. Partial dependence plot for the influence of two most important predictors on austral spring rainfall anomaly for four states of Australia.
Improvement from 22-50% of yield variation explained by ENSO-based indices alone. This is expected as wheat grain yield is typically sensitive to rainfall variability in austral spring, especially for winter dominant rainfall states (NSW, VIC and SA). Therefore, providing better spring rainfall forecast appears to be most important step in our workflow. However, we only considered ENSO-related climate indices and neglected complex relationships between other climate drivers and Australian seasonal rainfall (Cai et al., 2011). Thus, additional large-scale drivers from other climatic modes, such as the Southern Annular Mode and IOD, may be helpful in improving rainfall predictability in SA and VIC (Nguyen-Huy et al., 2017; Risbey et al., 2009).

It should be noted that large-scale climate index is only one of many variables affecting crop yield variability. Wheat yield is also affected by other factors such as pest, disease, soil and management decisions and their impacts may have a greater impact than climate variability in some cases (Wang et al., 2019). Overall, the performance of our yield-forecasting model relying solely on large-scale climate precursors in long-term historical observations is comparable to those simulation studies using process-based biophysical models and statistical models forced with growing season climate variables at different spatial levels (Cai et al., 2019; Wang et al., 2015; Zhang et al., 2008). For example, Yuan and Yamagata (2015) developed a multiple linear regression model and found that ENSO and IOD climate modes could explain 44% inter-annual national yield variation of Australia between 1965-1995. We believe that our predictions of yield variation could be further improved with the use of other climate drivers including IOD, Southern Annular Mode (SAM), thermocline, and Madden-Julian oscillation (MJO), to forecast wheat growing season (April-November) rainfall (Kirono et al., 2010). Studies have found that the key driver of major droughts over past few decades (1895-1902, 1937-1945 and 1995-2008) in southeast Australia was IOD variability (Ummenhofer et al., 2009) and they also reported that IOD plays a dominant role in recent yield fluctuations in Australia (Nguyen-Huy et al., 2018; Yuan and Yamagata, 2015). Therefore, different climate modes may have dominant effects at a regional level in a given time series due to complex atmospheric circulation patterns (Anderson et al., 2019; Cane et al., 2009).
It is also important to note that observed historical yields used for evaluation are also inherently uncertain. The yield statistics cannot be used directly as non-climate factors have a large contribution to long-term trends. Year-to-year yield variation that was detrended by different methods may result in variance of the correlations between yield and climate drivers. Heino et al. (2018) developed a framework to quantify the relationships between large-scale climate signals and simulated crop productivity at the sub-country scale. They believe a simulation model is able to isolate the impacts of climate variability on yield without detrending observed data.

We found the dominant climate signal in determining spring rainfall is August MEI and July NINO3.4 in QLD and NSW, August MEI and NINO3.4 in VIC and SA (Fig. 5). Our study focused on state-level spring rainfall anomalies, and the most important predictors may be different from other studies derived at a site level. For example, Hossain et al. (2019) and Mekanik et al. (2016) reported that IOD and NINO3.4 signals are important in determine spring rainfall in selected sites in VIC and Western Australia. Our study firstly used the dependence of spring rainfall on two important ENSO indicators to present how they interact with rainfall. The suitable range of each variable leading to increased rainfall can be gleaned from the partial dependence plot (Fig. 7), which provides useful information for rainfall prediction at a state scale, based on precedent climate indices. Additionally, assessing the importance of predictor variables was able to provide a reference value to reduce the impacts of climate variability on yield loss. The RF model with FSR showed forecasted spring rainfall was the most influential predictor in determining yield variation of NSW, VIC and SA as FSR did reflect some information of winter ENSO.
predictors that were not included in the RF model without FSR. Spring rainfall was not an important variable in influencing wheat yield in QLD where there was a summer dominant rainfall pattern, although including FSR did improve the predictive ability of yield change estimation in QLD. In southern Queensland, wheat is predominantly grown on moisture stored in the soil profile from the preceding summer in fine-textured soils with high water-holding capacity. July SOI was another important predictor which influenced yield in QLD, NSW and SA. Positive SOI values in July (La Niña events) were more favourable for wheat growth. This corresponded well with the findings of Rimmington and Nicholls (1993) using the data of 1948-1988.

Expanding these analyses to farm-scale may provide reliable seasonal climate forecast. Advances in seasonal climate forecasts will offer considerable opportunities to reduce climate risk (Tao et al., 2004). At a more fundamental level, the reliable seasonal rainfall forecasting model would allow the growers to identify appropriate adaptive management under changing weather patterns e.g. making tactical fertiliser applications (top-dressing) during early August (Anwar et al., 2008; Hammer et al., 1996; Mann et al., 2019). However, yield forecasting at a farm level is more complex as it involves climatic, edaphic, and biological processes, as well as complexities of local management (Anwar et al., 2008). Crop simulation models are able to account for biophysical relationship between crop, environment, and some management options. Thus, Feng et al. (2020) developed a hybrid model by integrating crop phenology, biomass, meteorology, and remote sensing data to estimate site-level wheat yields and found satisfactory forecasts occurred up to two months prior to harvest. Additional investigation is required as to whether including large-scale climate signals in this hybrid model could improve model accuracy.

Based on R² and RMSE, our model showed comparable results compared to historical observations and is a valuable contribution to yield forecasting. Despite its value, we acknowledge that the statistical approaches such as the RF model presented here have some limitations in capturing extreme values (Feng et al., 2019b; Wang et al., 2018c). Exploring additional advanced machine learning methods (e.g. deep learning) and adopting other climate indices such as developed MEI, the bi-monthly Multivariate El Niño/Southern Oscillation (ENSO) index MEI.v2 to capture ENSO’s seasonality may reduce effects of higher frequency intra-seasonal variability and lead to more robust model performance.

5. Conclusions

Our study developed machine learning techniques to predict spring rainfall anomaly and wheat yield variations at a state level in Australia by using precedent ENSO climate drivers. The overall performance of our model is acceptable based on two statistical indices used. By using RF model, we also quantified the interactive effects of two dominant predictor variables on yield variation, which provided valuable reference information on yield forecasting. Our model showed ENSO phenomena had stronger impacts on austral spring rainfall in QLD and NSW, but weak impacts on VIC and SA, which is supported by previous studies. We also used the RF model to predict detrended yield with ENSO climate indices at up to three months prior to harvest. Our RF model showed that the contribution of ENSO climate indices to yield variation diminished from northeast (QLD) toward southeast (NSW and VIC) and south (SA) Australia. By integrating FSR in RF model we significantly improved model performance in predicting yield, especially in VIC and NSW. In contrast, FSR had moderate impacts on yield prediction in QLD due to its characteristics of summer dominant rainfall.

As Australia accounts for a large portion of global wheat trade, more accurate forecasting of Australian wheat yields will be crucial not only for farmers but also export market security. We believe this forecasting information will have significant implications for domestic and global food security by adopting strategic agronomic management decisions early to optimize the wheat yield at a national level in response to inter-decadal climate variability.

Although this modelling approach is undertaken at a state level, it has potential to be applied at a regional scale. Incorporating large-scale climate drivers with more localised environmental predictors (e.g. soil moisture, vegetation reflection index and extreme climate events) using machine learning techniques may allow farm-scale decision support to optimize the yield and maximize farm profit. Additionally, the proposed method may be implemented in other similar rain-fed regions because the input data are easily accessible. Therefore, this modelling approach appears to have broad application in understanding the contribution of climate oscillation on crop yield globally.
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